
Neuronal Networks
What Is Machine Learning?

Machine learning is the practice of using algorithms to analyze 
data, learn from that data, and then make a determination or 
prediction about new data.

// pseudocode
let positive = [

"happy", 
"thankful", 
"amazing"

];

let negative = [
"can't", 
"won't", 
"sorry", 
"unfortunately"

];

// pseudocode
let articles = [

{
label: "positive",
data: "The lizard movie was great! I really liked..."

},
{

label: "positive",
data: "Awesome lizards! The color green is my fav..."

},
{

label: "negative",
data: "Total disaster! I never liked..."

},
{

label: "negative",
data: "Worst movie of all time!..."

}
];



What Is Deep Learning?
Deep learning is a sub-field of machine learning that uses 
algorithms inspired by the structure and function of the brain's 
neural networks.



What Is Deep Learning?

1.ANNs are built using what we call neurons.
2.Neurons in an ANN are organized into what we call layers.
3.Layers within an ANN (all but the input and output layers) are called hidden layers.
4.If an ANN has more than one hidden layer, the ANN is said to be a deep ANN.



An Artificial neuronal network

1.Input layer (left): 2 nodes
2.Hidden layer (middle): 3 nodes
3.Output layer (right): 2 nodes



Implementation in Keras: 

•Dense (or fully connected) layers
•Convolutional layers
•Pooling layers
•Recurrent layers
•Normalization layers



Layer Weights node output = activation(weighted sum of inputs)

Learning: Finding The Optimal Weights

layers = [
Dense(units=6, input_shape=(8,), activation='relu'),
Dense(units=6, activation='relu'),
Dense(units=4, activation='softmax')

]



Activation Functions In A Neural Network
function that maps a node's inputs to its corresponding output.

node output = activation(weighted sum of inputs)

node output = relu(weighted sum of inputs)



Training An Artificial Neural Network
• Provide input AND output, optimize weights (fit) to best account for 

all the training
Optimization Algorithm: Often Stochastic Gradient descent 

Loss Function: Is the measure against which network is optimized.



Learning In Artificial Neural Networks
Gradient Of The Loss Function

The learning rate tells us how large of 
a step we should take in the direction 
of the minimum.

new weight = old weight - (learning rate * gradient)



Loss Functions In Neural Networks

• We use sparse_categorical_crossentropy

But many available: 

MSE(input) = (output - label)(output - label)

•mean_squared_error
•mean_absolute_error
•mean_absolute_percentage_error
•mean_squared_logarithmic_error
•squared_hinge
•hinge
•categorical_hinge
•logcosh
•categorical_crossentropy
•sparse_categorical_crossentropy
•binary_crossentropy
•kullback_leibler_divergence
•poisson
•cosine_proximity



Introducing The Learning Rate

• Typically 0.0001 – 0.01
• Too large -> Oscillations,
• Too low, slow convergence

new weight = old weight - (learning rate * gradient)



Train, Test, & Validation Sets Explained

The validation set allows us to see how well the model is 
generalizing during training.

The test set provides a final check that the model is 
generalizing well before deploying the model to production.

The training set is what it sounds like. It’s the set of data used 
to train the model.



Using A Keras Model To Get A Prediction

predictions = model.predict(
x=scaled_test_samples, 
batch_size=10, 
verbose=0

) 

for p in predictions:
print(p)

[ 0.7410683 0.2589317]
[ 0.14958295 0.85041702]
...
[ 0.87152088 0.12847912]
[ 0.04943148 0.95056852]



Overfitting In A Neural Network



Underfitting In A Neural Network Explained



Supervised Learning For Machine Learning



Unsupervised Learning For Machine Learning



Unsupervised Learning For Machine Learning
Autoencoder



Unsupervised Learning For Machine Learning
Autoencoder



Deep Learning With Convolutional Neural 
Networks

Convolutional Layers: Filters that work on convolution to detect patterns 

•edges
•shapes
•textures
•curves
•objects
•colors



Deep Learning With Convolutional Neural 
Networks



Deep Learning With Convolutional Neural 
Networks



Visualizing Convolutional Neural Networks



Max-Pooling in CNNs



Setting up CNNs



Backpropagation in the fitting…. The magic of learning: 



And some math!



And some math!



And some math!



And some math!
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