
First example of neuronal 
network deployment: 



Quick recap: 



Format of data!
The Sequential model receives data via fit() in form of: 
(the x and the y need to be in the same format)

• A Numpy array (or array-like), or a list of arrays (in case the model has multiple inputs).
• A TensorFlow tensor, or a list of tensors (in case the model has multiple inputs).

• A dict mapping input names to the corresponding array/tensors, if the model has named inputs.
• A tf.data dataset. Should return a tuple of either (inputs, targets) or (inputs, targets, 

sample_weights).
• A generator or keras.utils.Sequence returning (inputs, targets) or (inputs, targets, 

sample_weights).

Note that if x is a dataset, generator, 
or keras.utils.Sequence instance, y should not be specified (since labels will 
be obtained from x)



Classifying more complex input data (text)



Idea:

• Count words and occurrence of words
• Assign a number to each word (e.g. 1 to the most frequent, 2 to the 

second most freq ….)
• Use the text to see if a word occurred (1) or not 0. Need to 

standardize the text. 
• Then we need a good model. Here a model including dropouts is 

good. 



Dropout
- More robust
- Double number of 

iterations required, but 
increases  training speed 
per iteration

- As each time we drop 
some neurons, the 
resulting models has H^2 
other representations that 
are also leading to the 
same result. 
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